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Abstract – Sentiment Analysis Using Deep 

Learning Is The Process Of Automatically 

Identifying And Categorizing Emotions 

Expressed In Textual Data By Leveraging 

Neutral Network Models That Learn Complex 

Pattern In Language. This Paper Presents A 

Robust Framework For Sentiment 

Classification Of Social Media Text Using A 

Bidirectional Long Short – Term Memory 

(BiLSTM) Model . A BiLSTM Based Model 

Is Use To Analyse Social Media Data, With 

Preprocessing, Class Balancing, And Feature 

Extraction Stages. The Model Achieves 95% 

Accuracy , Effectively Predicting Positive, 

Negative , And Neutral Sentiments , 

Demonstrating Its Strength For Real-Time 

Sentiment Monitoring . 
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Media, Deep Learning , Text Based Data 

 

I.Introduction 

Sentimental Analysis Refers To The Task Of 

Determining The Sentimental Polarity – 

Positive , Negative , Or Neutral – Expressed 

Within A Given Block Of Block Of Text. 

Deep Learning , A Subfield Of Machine 

Learning , Utilizes Artificial Neutral Network 

Architectures To Model Complex Pattern In 

Data . In This Study , A Deep Learning – 

Based Approach Employing A Bidirectional 

Long Short – Term Memory (Bilstm) 

Network Is Utilized To Train On Labeled 

Text Data And Perform Sentimental 

Classification, Effectively Predicting Whether 

The Sentiment Is Positive , Negative , Or 

Neutral 

A. Sentiment Analysis 

Sentiment Analysis Is Nothing But 

Classifying Opinion Of People Into Negative , 

Positive, Neutral .Tweet Data Holds Valuable 

Insights That Can Guide Company Policy 

Decisions Through Sentiment Analysis. This 

Involes Using Text Mining And Natural 

Language Processing To Extract And Classify 

Sentiments From Tweets. [1] Public 

Comments And Reviews From Platforms 

Like Twitter And Facebook Are Key For 

Analysing Overall Sentiment On Products , 

Services, Or Global Events . [2] 

Twitter Captures Public Emotions Through 

Short Posts, And Sentiment Analysis Interpret 

These Opinions On Event Or Policies [3]. 

Sentiment Polarity In Tweets About The 

Digital India Mission , Showing Promising 

And Outlining In Tweets About The Digital 

India Mission , Showing Promising Results 

And Outlining Plans To Enhance Accuracy 

By Addressing Challenges Like Sarcasm , 

Negation, And Emotions[4] Sentiment- 

Specific Word Embedding Using Modifies 

Delta Tf-Idf To Enhance Twitter Sentiment 

Analysis , With Future Work Focused On 

Capturing Word Order.[5] 

 

B. Deep Learning 

Deep Learning Is A Subset Of Ai Which Use 

Artificial Neural Networks To Learn From 

Data. Cnn- Based Deep Learning Model For 

Classifying Tweet Sentiments Into Positive, 

Negative, And Neutral , Achieving 63.59% 

Test Accuracy Using Preprocessed Tweets 

And Fasttext Word Embedding. [6] 
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C. Sentiment Analysis On Text Based Data 

Of Social Media Using Deep Learning 

The Text Is Preprocessed By Cleaning And 

Tokenizing , Then Analysed Using The 

Labelled Semeval Tweet Dataset With 

Sentiments Categorized As Negative, Positive 

, Neutral.[7] 

Different Models Are Use After That [8]. We 

Can Also Do Political Analysis By Using 

Sentiment Analysis [9].After Training Model 

We Can Do Final Sentiment Prediction 

Weather It Is Positive, Negative, Neutral.[10] 

 

II.Related Work 

Hong Soon Goo Et.Al(2017)[22] The Paper 

Emphasizes The Growing Popularity Of 

Social Media And Its Potential For Tasks 

Like Prediction And Sentiment Analysis , 

Particularly Using Platforms Like Twitter. 

Due To The Massive Volume Of 

Unstructured Data , Machine Learning – 

Specially Deep Learning With Deep 

Feedforward Neutal Networks – Is Essential 

For Effective Analysis , Achieving Around 

75% Accuracy In Experimental Results. 

Qurat Tul Ain Et.Ai(2017) [23] The Paper 

Highlights The Vast Amount Of User 

Generated Data On Web – Like Opinions And 

Emotions On Social Network, Forums , And 

Blogs – And The Growing Importance Of 

Sentiments Analysis In Organizing This 

Unstructured Data . It Notes The Challenge 

Of Limited Labelled Data In Nlp And 

Emphasizes The Integration Of Deep 

Learning Techniques, Such As Deep Neural 

Network And Cnns, For Effective Sentiment 

Classification And Addressing Issues Like 

Cross – Lingual Analysis 

Yogesh Chandra Et.Al [24] The Paper 

Emphasizes The Need For Sentiment 

Analysis Of User Generated Data On Social 

Media To Aid Decision Making For 

Government And Defense Organization , 

Especially During Critical National Event . 

By Analyxing Opinions Shared On Platforms 

Like Twitter And Facebook , Insight Can Be 

Gained 

Without Violating Oublic Sentiment. The 

Study 

Employs Machine Learning Classifiers, 

Polarity-Based Analysis, And Deep Learning 

Model To Classify Tweets As Positive Or 

Negative , Aiming To Handle The Diverse 

Range Of Opinions And Enabling Real Time 

Sentiment Classification. 

Prasanna Kumar Et.Al (2024) [20] This Paper 

Aim To Improve Sentiment Analysis On 

Social Media By Developing A Custom 

Framework(Smsa) That Include A Specially 

Created Emotion Thesaurus. It Explores How 

Different Deep Learning Model Perform 

Under Varied Settings And Highlights A 

Novel Approach To Building Sentiment 

Dictionaries . The Study Shows Improved 

Accuracy And Insights Compared To Earlier 

Methods, Offering Promising Directions For 

Future Applications 

Dilesh Tanna Et.Al(2020)[26] This Paper 

Introduces A Custom Social Media Platform 

With Built-In Sentiments Analysis To Access 

User Activity. It Rates Sentiments, Generates 

Reports For Admins , And Helps Identity 

Issues Like Emotional Distress. The Platform 

Also Personalizes Content And Supports 

Sharing Across Other Social Media. 

 

IV. Litreture Survey 

Wadzani Et.Al [11] This Give A Detail 

Overview Of The Use Of Machine Learning 

And Deep Learning Model In Detecting 

Depression On Social Media . The Deep 

Learning Model Turn Out To Be More 

Realistic And Gives Better Accuracy, In This 

Paper Cnn,Lstm And Rnn Model Are Used 

.[11] 

Aditya Patil Et.Al(2023)[12] In This Research 

Paper An Approach Is Used To Enhance 

Sentiment Analysis On Social Media Data 

Through Text Analysis An Predictive 

Modelling [12] 

Kottala Sri Yogi Et.Al[13] This Research 

Explores The Use Of Machine Learning , 

Particularly Nb,Svm And Deep Learning 

Model Like Cnns And Rnns, For Sentiment 

Analysis On Social Media. It Highlights Deep 

Learning’s Superior Accuracy And Ability To 
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BiLSTM(DEEP LEARNING MODEL) 

FEATURE EXTRACTION 

FINAL SENTIMENT PREDICTION 

HANDLING CLASS IMBALANCE 

DATA CLEANING AND 

PREPROCESSING 

DATA COLLLECTION 

Capture Subtle Emotions In Text , Despite 

Challenges In Real Time Processing. [13] 

Israt Jahan Et.Al (2024) [14] This Research 

Shows Random Forest Outperforms Other 

Models In Predicting Heart Attacks Using 

Patient And Ecg Data . It Emphasizes The 

Importance Of Advanced Machine Learning 

In Improving Early Diagnosis And Patient 

Outcomes. [14] 

Youngchaul Et.Al [15] This Study 

Demonstrated That Incorporating Sentiment 

Polarities From Twitter Data Into Predictive 

Model Like Lstm And Gru Improves The 

Accuracy Of Forecasting Confirmed Covid- 

19 Cases . It Highlights The Value Of 

Qualitative Opinion Mining For Epidemic 

Prediction And Suggests Future Research 

Should Expand Data Sources And Explore 

Additional Modelling Approaches. [15] 

Sashank Saya [16] This Flask – React App 

Performs Real – Time Sentiment Analysis On 

Text And Images Using Machine Learning , 

Achieving 82% Accuracy With Gradient 

Boosting And Vgg 16 , Supporting Use Cases 

Like Social Media Monitoring And Content 

Moderation . [16] 

Mr Swapnil Et.Al [17] This Study Analyses 

Political Youtube Comments On Bjp And Inc 

Using The Afinn Lexicon And Various 

Machine Learning Models, Finding That Svm 

And Random Forest Offer The Best 

Performance For Sentiment Analysis , While 

The Afinn Lexicon And K-Nn Showed Lower 

Accuracy . 

Sunasi Et.Al [18] This Paper Present An 

Ensemble Method Using Random Forest , K – 

Nearest Neighbor , Naïve Bayes And Svm To 

Detect Sarcasm And Its Types In Social 

Media , Improving Sentiment Analysis 

Accuracy With Proven Reliability [18]. 

Nabaa Et.Al [19] This Study Explores 

Statistical Challenges In Social Media Data 

Analysis , Focusing On Sentiment Tracking . 

By Using Advanced Statistical Techniques 

Like Nlp And Machine Learning , It 

Addresses Issues Such As Data Sparsity ,High 

Dimentionality, And Noise , Improving 

Sentiment Classification Accuracy By 15% 

And Reducing Noise By 20%. [19]. 

Mohammad Et.Al [21] This Paper Introduces 

A Hybrid System Combining Text Mining 

And Neural Networks For Sentiment 

Classification , Comparing It With Machine 

Learning And Deep Learning Algorithm 

Using A Dataset Of 1 Million Tweets, The 

System Achieved An Accuracy Rate Of 

83.7% Outperforming Standard Supervised 

Approaches [21] 

 

V. Proposed Method 

The Design Of This Proposed Method Is 

Illustrated In Figure 1. The Collected 

Database Of Social Media Text Is Labelled 

With Sentiments Like Positive ,Negative , 

Neutral . The Data Will Go Through 

Preprocessing Stages . Then The Next Stage 

Is Handling Class Imbalance . The Next Stage 

Is Feature Extraction . The Bilstm Deep 

Learning Model Is Used In Training Phase . 

The Final Stage Is Sentiment Prediction 

 

[26] - Bilstm Structure 
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EMBEDDING LAYER 

Fig 1 : Overview Of Model 

 

A. Data Collection 

The Data Set Utilized In This Research 

Contains Text Used For Differ Social Media 

Platform  Such  As  Twitter  ,  Instagram 

,Telegram , Whatsapp , Telegram ,Quora . We 

Will Give Sentiment Label To This Text 

,Then By Using Deep Learning Model We 

Will Do Sentiment Classification To Get Our 

Desired Output . 

 

B. Data Cleaning and Preprocessing 

Data Cleaning And Preprocessing Is Essential 

To Transform Raw Text Into A Format 

Suitable For Deeo Learning Model. It Starts 

With Text Normalization Which Convert All 

Text To Lowercase For Consistency And 

Remove Extra Whitespace , Table And 

Newline Charecters, Then Noise Removal 

For Eliminate Url, Hashtags, Mentions, 

Special Character, And Emoji And Remove 

Numbers Unless They Carry Meaningful 

Sentiments. Tokenization Split Text Into 

Individual Words(Tokens) For Easier 

Processing And Stopword Removal Filter 

Out Comman Words (E.G., “The”,”Is”,”In”) 

That Do Not Contribute Significantly To 

Sentiment Analysis, Retain Negative Words 

(E.G , “Not”,”Never”,”Isn’t”) As They 

Influence Sentiment Meaning. Finally 

Stemming Reduce Words To Their Root 

Form (E.G “Running””Run”) To 

Standardize Different Forms Of Same Word 

 

C. Handling Class Imbalance 

In Sentiment Datasets, Certain Classes (Like 

Positive ) Often Dominate . This Imbalance 

Can Cause The Model To Favour The 

Majority Class 

Techniques To Address Imbalance : 

 Resampling : 

 Oversampling : Increase Samples Of 

Minority Classes 

 Undersampling : Reduce Samples Of 

Majority Class 

 Data Augmentation 

 Generate Synthetic Data Using 
Paraphrasing Or Translation Techniques 

 Class Weight Adjustment : 

 Assign Higher Weights In Minority 
Classes During Odel Training To Ensure 
Balanced Learning 

 

C. Feature Extraction 

It Starts With Tokenization Which Convert 

Text Into Numerical Tokens That Model Can 

Process , Then There Is Need For Padding In 

Which Neural Network Required Input 

Sequences Of Equal Length. 

D.Deep Learning Model 

The System Uses Bidirectional Long Short 

Term Memory (Bilstm) Network , Ideal For 

Sequential Data Like Text Because It 

Captures Both Past And Future Context In 

Sentences . 

 

Model Architecture 
 

 

 

Bidirectional-LSTM LAYERS 

DROPOUT LAYERS 

DENSE LAYER 

 

SOFTMAX ACTIVATION FUNCTION 

 

Fig 2. : Deep Learning Model Architecture 

 

 

 Embedding Layer 

Convert Tokens Into Dense Vectors, 

Representing Semantic Relationships 

 Bi-Directional LSTM Layers: 
Processes Text In Both Forward And 

Backward Directions To Capture Context 

Especially  Effective  For  Understanding 

Sentences-Level Meanings 

 Dropout Layers: 

Randomly Deactivates Neurons Training To 

Prevent Overfitting 

 Dense Layers: 

Learn Complex Patterns And Relationships In 

The Data . 

Softmax Activation Function : 
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Outputs Probabilities For Each Sentiment 

Class 

The Class With The Highest Probability Is 

Chosen As The Final Prediction 

In Model Training , The Loss Function Is 

Used And Adam Optimizer Combines 

Benefits Of Adagrad And Rmsprop , Adjusts 

Learning Rates Dynamically For Faster 

Convergence. The Regularization Techniques 

Suh As Early Stopping And Dropout 

Regularization Is Used In Model Training. 

D. Final Sentiment Prediction 

Final Sentiments Predictions Reveals Weather 
The Text Is Positive , Negative Or Neutral. 

 

VI. Result and Discussion 

In This Section We Will Discuss The 

Result Of Our Model That Is Performance 

Metric 

Table 1 : Result Obtained Of Proposed 

Model 

 

Fig 3 : Precision 
 

Fig 4 : Recall 
 

Fig 5 : F1-Score 
 

For The Above Table We Understand That 

Fig (3) Shows Precision Of Positive 

Sentiments Is 93 % , Negative Is 95 % And 

For Neutral Is 97 % , The Overall Precision Is 

95 % . The Fig (4) Shows Recall Is 96 % For 

Positive Sentiments , 98 % For Negative 

Sentiments And 92 % For Neutral Sentiments 

, Therefore The Overall Recall Is 95.33 %. 
 

Class Positiv 
e 

Negativ 
e 

Neutra 
l 

Accurac 
y 

Precisio 
n 

0.93 0.95 0.97 0.95 

Recall 0.96 0.98 0.92 0,95 

F1 – 
Score 

0.94 0.96 0.94 0.95 

Support 6665.0 6715.0 6620.0 1.0 

Fig (4) Shows F1- Score Tells The Overall 

Performance Of Model , So For Positive 

Sentiments It Is 94 % , Negative It Is 96% 

And Neutral It Is 94% And Therefore Overall 

Performance Of This Model Is 95 % . 

The Overall Accuracy Is 95 % . 

 

VII. Conclusion 

To Ensure Consistency And Reduce Noise , 

All Text Was Lowercased , Punctuation 

Removed And Stopwords Filtered Out – 

Except For Crucial Negations Like “Not ” 

And “Never” , Which Significantly Affect 

Sentiment. To Address Sentiment Imbalance 

In Social Media Datat, Resampling 

Techniques Balanced The Dataset Across 

Positive, Negative, Neutral Classes. The 

Model Used A Bidirectional LSTM To 

Capture Context In Both Directions, With 

Dropout Layers To Prevent Overfitting And 

A Softmax Layer For Sentiment 

Classification, Performance Was Evaluated 
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Using Precision , Recall , F1 – Score Ad 

Support , With Early Stopping And 

Checkpoints Optimizing Training . An 

Interactive  Loop  Enabled  Real-  Time 

Fig 6 : Support 
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