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Abstract 

Artificial Intelligence (AI) is transforming 

engineering education globally, enhancing 

access and personalization, but also posing 

risks, including dependency, academic 

misconduct, diminished critical thinking, 

privacy concerns, and equity gaps. This 

comprehensive review synthesizes findings 

from recent literature, surveys, and research 

and outlines strategies to mitigate adverse 

impacts. Mitigation approaches include 

curriculum redesign, ethics instruction, AI-use 

policy frameworks, hybrid assessment 

methods, and support for human-AI 

collaboration. The paper consists of 

illustrative tables, graphs, and a proposed 

flowchart model of a responsible engineering 

education ecosystem. 
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Introduction 

The evolution of artificial intelligence (AI) has 

ushered in a new era of innovation and 

transformation across diverse sectors, 

including healthcare, finance, transportation, 

and particularly education. Engineering 

education stands at the forefront of this 

revolution, as intelligent systems reshape how 

technical knowledge is taught, learned, and 

 
applied. AI applications such as machine 

learning, natural language processing, 

intelligent tutoring systems, and adaptive 

learning platforms are increasingly becoming 

central to engineering pedagogy, transforming 

both classroom practices and curriculum 

design (Luckin et al., 2016; Zawacki-Richter 

et al., 2019). As educators strive to integrate 

these technologies to foster innovation and 

address educational gaps, concerns about the 

unintended consequences of AI adoption in 

academia are rising. 

One of the most pressing concerns is the risk 

of overdependence on AI systems, which may 

reduce students’ abilities to think critically, 

engage in deep learning, or develop traditional 

engineering competencies (Selbst et al., 2019). 

Engineering, by nature, is a discipline 

grounded in analytical reasoning, 

experimentation, and design thinking. When 

students rely heavily on AI tools to solve 

complex equations, generate reports, or even 

simulate experiments, they may gradually lose 

the capability to understand the fundamental 

concepts that underlie these processes (Frey & 

Osborne, 2017). Moreover, as AI-generated 

content becomes more refined and 

indistinguishable from human work, issues 

related to academic integrity, such as 

plagiarism and unauthorized assistance, have 

become more prevalent (Cotton et al., 2023). 

These developments call into question the 

validity of assessments and the overall 

learning process in engineering programs. 
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Equity and accessibility represent another 

critical dimension of the AI discourse. While 

elite institutions in developed nations may 

have the infrastructure and expertise to fully 

leverage AI in education, many universities 

especially in the Global South face significant 

technological and financial barriers 

(UNESCO, 2021). This digital divide risks 

amplifying existing disparities, leading to 

unequal opportunities and outcomes among 

engineering students globally. Furthermore, 

there is a growing concern that AI systems 

themselves may carry inherent biases, 

particularly when trained on non- 

representative datasets. This can inadvertently 

reinforce social inequities and marginalize 

minority student groups (Jobin et al., 2019). 

Therefore, as AI becomes further entrenched 

in engineering curricula, it is vital to ensure 

inclusivity and fairness in its design and 

deployment. 

From a pedagogical perspective, AI is both a 
tool and a subject of inquiry. Engineering 

students must not only learn to use AI tools 

but also critically evaluate their implications, 

design ethical AI systems, and foresee their 

societal impacts. Thus, engineering education 

must shift from traditional lecture-based 

models to interdisciplinary, problem-based 

learning environments that emphasize ethics, 

transparency, and accountability in AI 

applications (Brynjolfsson& McAfee, 2017). 

Institutions must also train faculty members to 

develop AI-enhanced content responsibly, 

assess student performance using hybrid 

models, and implement frameworks that 

support ethical use and continuous 

improvement. 

In response to these emerging challenges, this 
review aims to explore the multifaceted 

implications of AI on engineering education. It 

highlights the negative consequences such as 

cognitive outsourcing, assessment fraud, loss 

of hands-on experience, ethical blind spots, 

and educational inequality. In parallel, it 

identifies key mitigation strategies including 

curriculum redesign, AI ethics integration, 

digital literacy training, and institutional 

policy development. Through an 

interdisciplinary lens, this paper synthesizes 

scholarly literature, policy reports, and 

international case studies to propose a 

forward-looking framework for engineering 

education in the AI age. 

Ultimately, the goal is not to halt the adoption 

of AI but to shape its integration in a way that 

preserves the core values of engineering: 

problem-solving, innovation, ethical 

responsibility, and social impact. By 

equipping students with both technical and 

ethical competencies, educators can cultivate a 

generation of engineers who not only design 

intelligent systems but also govern their use 

wisely. As such, the future of engineering 

education must be as intelligent, adaptive, and 

resilient as the technologies it seeks to master. 

 

2. Literature Review 
The integration of Artificial Intelligence (AI) 

into engineering education has drawn 

significant scholarly interest over the last 

decade. The literature reflects a dual narrative 

one that recognizes AI’s transformative 

potential and another that cautions against its 

unchecked adoption in academic contexts. 

This section critically reviews key literature 

under four thematic clusters: (i) Benefits of AI 

in Engineering Education, (ii) Emerging 

Negative Implications, (iii) Ethical and 

Pedagogical Concerns, and (iv) Global Gaps 

and Policy Challenges. 

 

2.1 Benefits of AI in Engineering Education 

AI technologies have enabled a shift from 

conventional teaching methodologies to 

intelligent, adaptive, and student-centered 

learning environments. Studies show that 

intelligent tutoring systems (ITS), such as 

Carnegie Learning and AutoTutor, enhance 

student engagement and improve learning 

outcomes by offering personalized feedback 

and pacing (VanLehn, 2011; Graesser et al., 

2014). Moreover, AI-driven platforms 

facilitate real-time assessment of students’ 

performance, allowing educators to adjust 

instruction accordingly (Chen et al., 2020). 

These platforms also support blended and 

flipped learning models, which promote 

collaborative learning and critical thinking 

(Luckin et al., 2016). 
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In engineering disciplines, AI aids in 

simulating complex systems and automating 

repetitive tasks, thus freeing up time for 

innovation and experimentation (Zawacki- 

Richter et al., 2019). For example, machine 

learning models help electrical engineering 

students analyze circuit performance more 

efficiently, while natural language processing 

tools assist in coding and debugging 

assignments (Santos et al., 2021). 

 

2.2 Emerging Negative Implications 
Despite its merits, the growing use of AI in 

education presents notable risks. One major 

concern is cognitive outsourcing where 

students overly rely on AI tools such as 

ChatGPT or GitHub Copilot, diminishing their 

capacity for independent problem-solving and 

deep learning (Selbst et al., 2019). Studies 

indicate a decline in knowledge retention and 

skill acquisition when students use AI to 

complete assignments without truly engaging 

with the underlying concepts (Kasneci et al., 

2023). 

Academic integrity is also under threat. 

Research reveals that AI-powered tools can 

generate high-quality essays, codes, and even 

lab reports, making it difficult to distinguish 

between student-authored and AI-generated 

content (Cotton et al., 2023). This challenges 

conventional assessment models and raises 

questions about the authenticity of academic 

qualifications (Roose, 2023). 

Moreover, AI systems themselves may inherit 

biases from training data. For instance, 

automated essay grading systems have shown 

disparities in scoring essays written by non- 

native English speakers or students from 

minority backgrounds (Binns et al., 2018). 

This bias undermines fairness and trust in 

educational technologies. 

2.3 Ethical and Pedagogical Concerns 
The literature emphasizes the importance of 

ethics in both the design and use of AI in 

education. While technical training is often 

prioritized in engineering curricula, few 

programs address the ethical, legal, and social 

implications of AI systems (Bryson, 2018). 

There is a growing call for embedding AI 

ethics, data privacy, algorithmic 

accountability, and human-centered design 

into engineering education (Floridi et al., 

2018; Mittelstadt, 2019). 

Pedagogically, the teacher-student dynamic is 

evolving in AI-enhanced classrooms. Though 

AI can automate feedback and content 

delivery, the absence of emotional intelligence 

limits its ability to inspire, mentor, or foster 

human values roles traditionally played by 

educators (Holmes et al., 2019). Scholars 

argue for a hybrid learning model where AI 

complements, rather than replaces, human 

instruction (Woolf, 2010). 

 

2.4 Global Gaps and Policy Challenges 

Disparities in technological infrastructure, 

digital literacy, and faculty training affect how 

AI is deployed across institutions. While 

countries like the U.S., China, and South 

Korea are advancing AI-driven education 

reforms, many developing nations lack the 

resources to implement such systems at scale 

(UNESCO, 2021). This digital divide may 

widen educational inequalities rather than 

close them. 

Policy-wise, most educational frameworks are 

yet to catch up with the pace of AI innovation. 

There is limited regulatory guidance on issues 

like AI-based grading, data ownership, or 

student privacy in academic institutions (Jobin 

et al., 2019). The absence of robust ethical and 

operational frameworks makes it difficult to 

mitigate emerging risks, particularly in high- 

stakes domains such as engineering. 

3. Methodology 
This review paper adopts a systematic 

narrative review approach to synthesize and 

analyze the current body of knowledge on the 

impacts both positive and negative of 

Artificial Intelligence (AI) in engineering 

education. The objective is to critically 

evaluate existing findings, expose research 

gaps, and propose actionable strategies for 

mitigating AI’s negative consequences. 

3.1 Research Design 
The study employed a qualitative content 

analysis based on a systematic review model 

adapted from the PRISMA guidelines (Moher 
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et al., 2009). This method ensures 

transparency and reproducibility in literature 

collection, selection, and thematic synthesis. 

The review focuses on peer-reviewed journal 

articles, conference papers, official reports, 

and policy documents published between 2010 

and 2024. 

 
 

Fig. Sampling techniques 

 

3.2 Research Design and Strategy 

The research adopted a qualitative research 

design, supplemented with secondary data 

analysis, to explore the implications of 

artificial intelligence (AI) on engineering 

education. The goal was to understand both 

the negative consequences of AI deployment 

and the available strategies to mitigate these 

effects. The study followed an exploratory 

case-based methodology, aligning with similar 

research designs applied in technology- 

education interface studies (Yin, 2018). 

Data were sourced from peer-reviewed journal 

articles, white papers, institutional reports, and 

global educational policy documents 

published between 2018 and 2025. Academic 

databases such as IEEE Xplore, Scopus, Web 

of Science, and Google Scholar were searched 

using keywords including “AI in engineering 

education,” “AI ethics,” “automation and 

pedagogy,” “digital education disruption,” and 

“future engineering skills” (Brynjolfsson& 

McAfee, 2017; UNESCO, 2022). 

The conceptual framework developed 

classified AI’s negative consequences into 

four primary domains: 

1. Pedagogical DistortionOverreliance on 

AI-generated content that reduces critical 

thinking (Selwyn, 2019). 

2. Ethical and Privacy RisksStudent 

surveillance, algorithmic bias, and data 

misuse (Floridi et al., 2018). 

3. Dependence and Skill Erosion – 

Diminished hands-on practice and 

problem-solving ability (Luckin et al., 

2016). 

4. Equity and Access 

DisparityMarginalization of students 

without digital access (Eynon & 

Malmberg, 2021). 

Thematic Analysis Framework for AI's Impact 

on Engineering Education 

The thematic analysis framework outlines how 

Artificial Intelligence (AI) is influencing 

engineering education across multiple 

dimensions. The framework presents a multi- 

layered perspective, starting with AI’s broad 

influence and then narrowing down to specific 

thematic and sub-thematic areas that require 

strategic attention. 

 

1. Technological Shift 
AI is reshaping curriculum development by 

integrating advanced tools such as machine 

learning, robotics, and simulation into 

engineering courses. It also transforms 

learning modes, promoting adaptive learning 

systems, virtual labs, and intelligent tutoring 

systems that personalize the learning 

experience. These changes demand an 

overhaul in how engineering programs are 

designed and delivered (Holmes et al., 2019; 

Xie et al., 2020). 

2. Ethical Implications 
As AI becomes more embedded in education, 

concerns arise about data privacy and the bias 

in algorithmic decision-making. Students’ 
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personal data, learning behaviors, and 

performance metrics are being harvested by 

AI tools, raising questions about ownership, 

consent, and transparency (Zawacki-Richter et 

al., 2019). Moreover, biased algorithms may 

unintentionally reinforce inequalities in 

assessment or recommendation systems. 

 

3. Pedagogical and Institutional 

Transformation 

Institutions must undertake faculty upskilling 

to prepare educators for AI-integrated 

teaching. This includes digital literacy, 

algorithmic thinking, and ethical awareness 

(Daniel, 2019). At the same time, a robust AI 

governance framework is necessary to ensure 

policies, guidelines, and accountability 

mechanisms are in place to manage AI 

deployment responsibly. 

 

4. Final Outcome 

If all these areas are adequately addressed, the 

framework envisions a future where 

engineering education becomes sustainable, 

inclusive, and ethically safe, ensuring that AI 

supports not undermines human development 

and equitable learning opportunities. 

This thematic structure encourages 

policymakers, educators, and technologists to 

adopt a holistic view of AI's impact and to 

implement measures that balance innovation 

with integrity in engineering education. 

 

3.3 Inclusion and Exclusion Criteria 

Inclusion Criteria: 

a) Studies discussing the integration of AI 

into engineering education 

b) Papers highlighting negative implications, 

including ethics, cognitive dependency, or 

bias 

c) Research conducted in both developed 

and developing countries 

d) Empirical, theoretical, and conceptual 

studies 

Exclusion Criteria: 

a) AI in general education without 

engineering relevance 

b) Non-English publications 
c) Duplicate records or non-peer-reviewed 

sources (unless cited in policy analysis) 

 

3.4 Data Extraction and Thematic Analysis 

After screening over 230 initial documents, 

117 high-quality sources were selected. A data 

extraction form was used to capture: 

a) Author(s), year, country 

b) Study purpose 

c) AI application context 

d) Observed benefits and drawbacks 

e) Pedagogical or policy implications 

Thematic coding was then conducted using 

NVivo software to identify recurring themes. 

These themes formed the basis for the 

narrative synthesis presented in Section 2. 

Four dominant themes were identified: 

a) Pedagogical Benefits of AI 

b) Cognitive and Ethical Concerns 

c) Impact on Academic Integrity 

d) Global Disparities and Policy Gaps 

 

3.5 Flowchart of the Review Process 

The systematic review process is summarized 

in Figure 1, illustrating: 

a) Identification 

b) Screening 

c) Eligibility 

d) Inclusion 

 

3.6 Limitations of the Methodology 

Although the review followed a rigorous 

protocol, a few limitations are acknowledged: 

a) Possible publication bias toward positive 

results in AI education 

b) Exclusion of non-English literature may 

omit regional perspectives 

c) Subjectivity in thematic interpretation 

despite NVivo use 
d) Limited by the dynamic evolution of AI 

tools and new platforms not covered in 

older literature 

Nevertheless, these limitations do not 

significantly compromise the validity of the 

findings, given the diverse and credible 

sources reviewed. 

 

4. Results and Discussion 

This section presents the findings of the 

systematic review, highlighting both the 

emerging trends in AI integration within 

engineering education and the associated 
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negative consequences, followed by a 

discussion of mitigation strategies. The 

discussion is organized under five core themes 

identified through thematic analysis. 

 

4.1 Positive Impacts of AI in Engineering 

Education 

Artificial Intelligence has revolutionized 

engineering education by enhancing content 

delivery, providing personalized learning 

paths, automating assessments, and enabling 

adaptive simulations (Zawacki-Richter et al., 

2019; Chen et al., 2020). Key benefits include: 

a) Adaptive Learning Systems: AI platforms 

like Squirrel AI and Carnegie Learning 

adjust content based on learners’ 

performance, promoting mastery learning 

(Luckin et al., 2016). 

b) Automated Grading and Feedback: Tools 

like Gradescope help reduce faculty 

workload while providing timely student 

feedback (Jordan & Mitchell, 2020). 

c) Immersive Learning: AI-powered Virtual 

and Augmented Reality tools enhance 

laboratory simulations in civil and 

electrical engineering (Zhang et al., 

2021). 

Table 1 summarizes selected AI tools used in engineering faculties globally and their benefits. 

AI Tool Educational Function Institution(s) Using It Observed Benefit 

Gradescope Assignment Grading MIT, Stanford Time-saving and 
scalable grading 

Squirrel AI Adaptive Learning Chinese Engineering 
Schools 

Personalized content 
delivery 

Cognii Intelligent Tutoring 
System 

Several U.S. 
universities 

Encourages critical 
thinking 

Labster Virtual Laboratory 

Simulation 

DTU, Imperial College 

London 

Practical learning in 

simulations 

 

4.2 Cognitive and Ethical Concerns 

Despite the pedagogical potential, concerns 

about cognitive dependency, critical thinking 

erosion, and ethical dilemmas have emerged 

(Selwyn, 2019; Holmes et al., 2021). 

a) Over-reliance on AI tools for problem- 

solving may reduce students' ability to 

grasp foundational principles (Molnar, 

2022). 

b) Reduced peer interaction in AI-driven 

self-paced courses undermines 

collaboration and teamwork, vital in 

engineering (Kumar & Sharma, 2020). 

c) Bias in AI recommendations may 

reinforce stereotypes and marginalize 

underrepresented groups (Binns et al., 

2018). 

 

4.3 Impact on Academic Integrity and 

Assessment 

One of the most pressing challenges is the 

misuse of AI-based tools such as ChatGPT, 

GitHub Copilot, and EssayGenius, which 

enable: 

a) Automated plagiarism 

b) Unauthorized code generation 
c) Essay farming with limited human effort 

Recent studies reveal that 43% of engineering 

students admit to using AI tools without 

acknowledgment in assessments (Tuck, 2023). 

This raises urgent concerns about academic 

ethics and learning authenticity. 

Institutions are already developing AI 

detection software (e.g., Turnitin AI 

Detection, GPTZero), though students often 

bypass these tools with paraphrasers (Dwivedi 

et al., 2023). 

4.4 Policy and Curriculum Gaps 

Most existing engineering curricula were not 

designed to address the complexities of AI 

integration. Notable gaps include: 

a) Lack of AI literacy training for both 

educators and students 

b) Absence of ethical AI use guidelines 

c) Disparity in access to AI technologies 

between developed and developing 

countries (UNESCO, 2021) 

A global study by OECD (2022) indicates 

that while 72% of engineering institutions in 

high-income nations integrate AI modules, 
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only 29% in sub-Saharan Africa do so. This 

exacerbates digital inequality. 

 

4.5 Mitigation Strategies 

Based on the reviewed literature, the following 

strategies are proposed to mitigate the 

negative effects of AI in engineering 

education: 

a) Ethical AI Integration Framework 

Universities should develop clear guidelines 

for responsible AI usage, including citation 

protocols and permissible tool applications 

(Floridi et al., 2018). 

b) AI-Aware Curriculum Redesign 

Engineering programs  must embed  AI 

literacy, human-AI collaboration principles, 

and critical  thinking modules  into core 

curricula (Jouan et al., 2021). 

c) Hybrid Assessment Models 

To preserve integrity, institutions should use 

AI-assisted formative assessments while 

retaining traditional oral and practical 

evaluations (Shahroom&Hussin, 2018). 

d) Faculty AI Upskilling 

Investing in faculty development programs 

ensures educators are prepared to guide AI- 

savvy students and integrate AI effectively 

(Luckin et al., 2016). 

e) Infrastructure Support in Developing 

Countries 

Donor support and cross-border educational 

partnerships can enhance AI infrastructure and 

training across low-resource institutions 

(World Bank, 2023). 

 

5. Conclusion and Recommendations 

5.1 Conclusion 
The integration of Artificial Intelligence into 

engineering education has introduced 

transformative benefits ranging from adaptive 

learning and automated feedback to immersive 

simulations. These advancements promise 

more efficient and personalized learning 

experiences, potentially addressing the global 

demand for skilled engineers in a rapidly 

evolving technological landscape. 

However, the review also uncovers the dual- 

edged nature of AI in education. It exposes 

engineering students to risks such as cognitive 

dependency,  diminished  problem-solving 

ability, ethical lapses, and academic 

dishonesty. Furthermore, the review highlights 

critical disparities in AI adoption across 

regions, with developing countries facing 

limited access to infrastructure, expertise, and 

policy support. 

Ultimately, while AI presents a powerful tool 

to reshape engineering education, its 

deployment must be strategic, inclusive, and 

ethically guided. Without proper oversight and 

curriculum reform, the long-term 

consequences could undermine the very skills 

that engineering education seeks to develop 

creativity, critical thinking, collaboration, and 

ethical responsibility. 

 

5.2 Recommendations 
In response to the identified risks and 

challenges, this review proposes the following 

key recommendations for stakeholders in 

engineering education: 

1. Integrate AI Ethics and Literacy into 

Curriculum 

Institutions should develop mandatory 

modules on AI ethics, digital responsibility, 

and human-AI collaboration. This will equip 

students with the critical understanding 

required to use AI as a support tool rather than 

a replacement. 

2. Redesign Assessment Methods to Preserve 

Integrity 

Engineering faculties should shift towards 

blended assessment models that combine AI- 

assisted tasks with oral presentations, hands- 

on projects, and problem-based learning. This 

hybrid approach will mitigate misuse and 

encourage genuine skill acquisition. 

3. Establish Institutional AI Use Policies 

Clear guidelines regarding the acceptable use 

of AI tools in classrooms, labs, and 

assignments should be institutionalized. 

Policies must outline consequences for 

misuse, protocols for attribution, and 

acceptable boundaries for AI-aided work. 

4. Build Faculty Capacity in AI 

Lecturers and instructors need to be 

empowered through professional development 

programs focused on AI integration, 

instructional design, and digital pedagogy. 

This ensures that they remain relevant and 
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responsive to emerging educational 

technologies. 

5. Promote International Partnerships for 

Inclusive AI Education 

To bridge the digital divide, particularly in 

developing countries, collaborative efforts 

involving governments, donor agencies, and 

universities should support AI infrastructure 

deployment and training programs. Such 

partnerships will democratize access and 

reduce global inequities in education. 

 

6. Continuous Monitoring and Research 

There should be a commitment to ongoing 

research on AI’s evolving role in education, 

with emphasis on long-term impact 

assessments. Institutions should establish AI 

taskforces to evaluate tool efficacy, student 

outcomes, and risks regularly. 

The future of engineering education must 

balance innovation with introspection. AI 

should be treated not as a threat but as a 

catalyst for reimagining engineering training 

only if its risks are mitigated with foresight, 

regulation, and a student-centered philosophy. 
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